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Abstract: This paper presents the EU funded project SPADE, a European initiative that aims to create an Intelligent Ecosystem
utilizing unmanned aerial vehicles (UAVs) for delivering sustainable digital services to various end users in sectors like agriculture,
forestry, and livestock. The project’'s main goal is to cater to multiple purposes and benefit a wide range of stakeholders. In this
paper we specifically concentrate on the livestock use-case and explore how state-of-the-art computer vision algorithms for object
detection, tracking, and landscape classification, deployed on edge devices in drones, can offer researchers, conservationists,
and farmers a non-intrusive, cost-effective, and efficient method for monitoring livestock increasing animal welfare, and optimize
livestock management. We present initial findings by comparing the performance of different state-of-the-art object detectors on
publicly available UAV images of sheep. The key performance metrics used are average precision, mean average precision and
mean average recall. These findings should enable a better pre-selection of potential object detectors for the presented edge

device use case.

1 Introduction

Unmanned aerial vehicles (UAVs) equipped with automated ani-
mal detection systems and integrated with advanced computer vision
algorithms have emerged as a promising solution for wildlife mon-
itoring, conservation, and livestock farming. This technology pro-
vides researchers, conservationists, and farmers with a non-intrusive,
cost-effective, and efficient method for monitoring livestock, ulti-
mately enhancing animal welfare and optimizing livestock manage-
ment.

The strategic objective of the European initiative SPADlﬂ is to
develop an Intelligent Ecosystem that leverages UAVs to deliver
sustainable digital services across multiple sectors, including agri-
culture, forestry, and livestock. This paper provides a comprehensive
overview of the project’s objectives. While all three use-cases (agri-
culture, forestry, and livestock) are covered, the livestock pilot
receives particular emphasis. Therefore, the following sections focus
on providing a state-of-the-art review of object detection algorithms
in UAV footage, their implementation on edge devices, and how
modern deep learning technology can assist farmers in optimizing
livestock management. In order to get a feeling of how well state-of-
the-art object detectors are suited for the special task of detecting
and counting herds of sheep from UAV images, we trained and
evaluated a number of object detectors for the task at hand. We
thoroughly compare their performance using the metrics Average
Precision (AP), mean Average Precision (mAP) and mean Average
Recall (mAR) while considering image input size and complexity
of the detectors. Based on these results we are identifying poten-
tial strengths and shortcomings, and assess their suitability to be
implemented on an edge device. This allows for more extensive
experiments on a much smaller set of object detectors in future work.

The paper is organized as follows: In section [2| we first give a
brief overview of state-of-the-art algorithms for object detection. In
particular, we first focus both on general object detection and then
object detection from aerial images. We then review approaches for
the detection of animals from drone footage as well as approaches
for the classification landscapes from UAV images. Although this
paper’s main focus is on the SPADE livestock-use case, we briefly
introduce related work on the other two pilots, agriculture and

*https://spade-horizon.eu/

Camera Traps, Al, and Ecology
© Yet to come

forestry, as well. In section [3] we introduce the methodology of the
preliminary experiments we conducted by training and evaluating a
set of state-of-the-art object detectors on a publicly available image
dataset of sheep recorded from UAVs, followed by the obtained
results in section f] We conclude the paper in section [3] giving a
short summary as well as an outlook on what we plan as future
work. To enable reproduction of results we made configuration files
and instruction for training available at https://github.com/
idmt-odoll/sheep_detection_in_UAV_images.

2 Related Work
2.1 General Object Detection

Automatic object detection has been extensively studied in the field
of computer vision, particularly with the advent of deep learning and
large annotated datasets. The detection and classification of gen-
eral objects have gained significant popularity in image and video
processing. One notable early attempt to utilize convolutional neu-
ral networks (CNNs) for object detection was the Regions with
CNN features (R-CNN) algorithm, introduced by Girshick et al. in
2014 [13]. This algorithm presented a straightforward and scalable
approach that improved mAP by over 30 % compared to previous
methods in the PASCAL Visual Object Classes Challenge, a widely
recognized object recognition competition.

Since then, there have been several enhancements and refinements
to the basic R-CNN algorithm. Fast R-CNN [12] and Faster R-CNN
[27] were developed, building upon the initial approach. In 2015,
a real-time capable object detection framework named You Only
Look Once (YOLO) was introduced by Redmon et al. [26]]. YOLO,
known for its exceptional speed, introduced more localization errors
but exhibited a lower likelihood of predicting false positives in the
background. Over the years, further improvements and iterations of
YOLO, such as YOLOVS [17], have been developed, constituting a
family of object detection architectures and models.

Around the same time, another one-stage detector called Single-
Shot-Detector (SSD) was proposed in [21]]. SSD achieves real-time
performance by utilizing feature maps of various scales and aspect
ratios, enabling the capture of objects at multiple resolutions within
a single neural network.
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More recently, EfficientDet [30] was introduced as a family of
object detectors aiming to strike a balance between accuracy and
efficiency. EfficientDet employs EfficientNet [29] as its backbone, a
high-performance CNN with fewer parameters, resulting in reduced
computational resource requirements. Through a compound scaling
method that optimizes both the width and depth of the network, Effi-
cientNet achieves comparable accuracies on traditional classification
tasks compared to competing network architectures like ResNets.

Another family of anchorless one-stage object detectors is Cen-
terNet [10]. Unlike traditional approaches that focus on predicting
bounding box coordinates or keypoints, CenterNet simplifies detec-
tion by concentrating on identifying object centers rather than pre-
cise bounding box coordinates. Similar to other object detectors,
CenterNet employs a second prediction head to estimate regression
values for box dimensions and offsets from the predicted center
point. One advantage of CenterNet is its replacement of the post-
processing step of Non-Maximum Suppression (NMS) with a more
efficient algorithm that can be integrated directly into the CNN. This
integration enables much faster inference compared to competing
methods.

Overall, these advancements in object detection algorithms have
significantly contributed to the progress of the field, with each
approach offering unique characteristics and trade-offs in terms of
accuracy, speed, and simplification of the detection process.

2.2 Object Detection in Aerial Images

Recent years have witnessed significant advancements in automatic
object detection and tracking in UAVs, owing to the remarkable
capabilities of state-of-the-art object detectors and the emergence of
edge computing devices. Object detection models such as Faster R-
CNN, YOLO, and SSD have become the foundation for detecting
objects in aerial images. However, detecting small, oriented objects
with high accuracy in UAV imagery, given the high altitudes at
which UAVs typically operate, necessitates various adjustments and
innovations.

A comprehensive overview of cutting-edge object detectors
specifically designed for small objects and object localization in
UAV images was presented in [4] and [35].

In [39], an intriguing approach was introduced to address the chal-
lenges posed by objects captured at different scales due to varying
altitudes and motion blur resulting from the high-speed and low-
altitude flight of drones. The authors proposed TPH-YOLOVS, an
enhanced version of YOLOVS, which introduced an additional pre-
diction head for detecting objects at different scales. Moreover, the
original prediction heads were replaced with Transformer Prediction
Heads (TPH) that leverage a self-attention mechanism to enhance
object detection capabilities. To identify attention regions in scenar-
ios with dense objects, the authors integrated the convolutional block
attention model (CBAM) into the model architecture.

The authors demonstrated that TPH-YOLOVS exhibits excep-
tional performance when applied to drone-captured scenarios, out-
performing competing methods. These findings highlight the effec-
tiveness of the proposed enhancements in addressing the specific
challenges associated with object detection in UAV imagery.

2.3 Animal Detection in Aerial Images

Although, general object detection is getting not only more accu-
rate but also more efficient, detecting animals in UAV images is still
a challenging problem. Especially in precision livestock farming or
monitoring of endangered species, high accuracy is demanded while
smaller and more energy efficient models are needed due to imple-
mentation on mini-computers and edge devices. Recently, a lot of
work has been done on the detection of animals in UAV imagery.

The authors of [7] compare YOLOv4 and YOLOvVS5 models to
counted bovine cattle in images taken at altitudes of 20, 40, 80
and 100m. All variants of YOLOVS exceeded a precision of 92 %
with the smallest model reaching a precision of 96 % and the largest
model 98 %. An interesting finding was that the precision not nec-
essary increases with the complexity of the model, in this case the

YOLOvV5-m model performs worse than the YOLOvS-s model. In
[33], Wang et al. used the newer YOLOX nano model and improved
the detection performance for small objects by enhancing the CSP-
Darknet backbone and introducing a weighted aggregation feature
re-extraction pyramid module as neck of the model. The obtained
mAP for cattle, sheep and horses was 86.47 % at a altitude of 300m.
They also did experiments on the scale adaptability of the model to
object scales that differ from the training data. For increasing scale
differences the performance decreases but different animal types are
impacted differently by shrinking and expanding.

In case of common cranes, it was shown in [3] that the use of
automatic approaches to count individuals in UAV images can be
more accurate than manual counting of field observers, who under-
estimated the population. The increased accuracy opens up more
accurate monitoring of animal herds and populations. The applied
YOLOV3 model reached a precision of 99.91 % and a recall of
94.59 % for RGB images at daylight. In [25] two YOLOv4 models,
YOLOV3 and SSD with MobileNet backbone were utilised to detect
deer that are well adapted to their environment. From the tested mod-
els YOLOv4 achieved the best result with an precision of 86 % and
recall of 75 %.

The Authors of [6] took a completely different approach by using
a segmentation algorithm. They determined the species-specific
SRGB-colour profile of adult Arabian Oryx and used that to seg-
ment patches of this certain colour profile. This approach achieved a
precision of 100 % and recall of 98.87 %.

2.4 Landscape and Grassing Region Analysis

Automatic landscape classification, alongside animal detection and
tracking, can bring several advantages to livestock farmers. By
analyzing the vegetation and land characteristics, farmers can opti-
mize grazing management, strategically allocate grazing areas, and
maximize the availability of high-quality forage for their livestock.
This technology empowers farmers to make informed decisions that
enhance productivity, animal welfare, and environmental sustain-
ability on their farms.

While most publications in landscape classification focus on
multi-spectral high-resolution satellite images (HRSI), there have
been recent attempts to develop deep learning-based approaches
specifically for UAV images. Wang, for example, presents a modi-
fied U-Net architecture that incorporates asymmetric convolutional
blocks, a state-of-the-art attention mechanism, and a fully connected
conditional random field [32]. This approach achieved promising
results on a self-created hyperspectral image dataset, with an F1-
score of 0.836. However, the complexity of the proposed model
architecture renders its implementation on edge devices impractical.

Another interesting approach, as presented by Fan and Lu in
[11], utilized a simplified AlexNet CNN architecture for landscape
classification. They introduced a spatial and spectral feature fusion
paradigm, which improved crop classification accuracy, raising their
dataset’s accuracy from 86.07 % to 92.76 %.

For a comprehensive overview of methods for landscape clas-
sification from UAV images, [1] provides valuable insights and
information.

2.5 Computer Vision for Smart Forest Monitoring

Computer vision algorithms for object detection and segmentation
in combination with UAVs are nowadays also used for monitoring
and management of forests. Such technologies can enable real-time
monitoring of forest ecosystems, including tree health, growth pat-
terns, and environmental conditions. This valuable information can
help forest managers to make informed decisions regarding forest
management practices, such as identifying areas prone to disease or
pests, optimizing harvesting strategies, and assessing the impact of
climate change.

For instance, Puliti et al. [24] used drone laser scanning data
(UAV-LS) in combination with a YOLOVS object detector to mea-
sure the vertical positions of branch whorls and used this information
as a proxy to derive height-growth information of individual trees.
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Getting reliable information on tree height-growth dynamics is
essential for optimizing forest management and wood procurement.
Although, due to the small number of annotated training images
and instances, the obtained results indicated a relatively poor per-
formance of the YOLOvS-based whorl detector on single images,
with the adoption of a multi-view approach and consequent post-
processing of the detected whorls, the authors were able to increase
the precision and recall score by an significant amount. The same
authors later proposed to use a YOLOVS object-detection model
applied to UAV images to detect forest snow damage in [23]], which
presently relies on labor-intensive field surveys that potentially may
introduce biases. Thus, automating this process by means of drones
and modern computer vision algorithms is of high interest for forest
owners and rangers.

For further information about tree classification and segmentation
using computer vision and UAV data the interested reader is referred
to Chehreh et al. [2] who give a thorough overview of state-of-the-art
techniques in the field of smart forest monitoring.

2.6 Computer Vision for Precision Agriculture

Computer vision algorithms on drones enable farmers to monitor and
manage crops more effectively, optimizing resource usage, such as
water and fertilizers, and identifying areas requiring attention, such
as pest infestations or nutrient deficiencies. One use case of com-
puter vision in precision agriculture is the automatic counting of
fruit flies, as infestation of fruit flies can endanger the harvest signifi-
cantly. One way to monitor the fruit fly population is to set respective
traps and count the fruit flies trapped. Depending on the environ-
ment and size of the farm, traps can be hard to reach and the manual
counting is very time consuming and labour intensive. Being able
to count the fruit flies from image and video data would decrease
the effort. One approach to automate this process was presented in
[28] by developing an electronic trap that also transmits real-time
images of the trap surface to a server so that the fruit flies can be
counted remotely. The authors of [15] have gone one step further by
using a machine learning model to count the fruit flies from these
images automatically. They identify the differences between two
subsequent images and feed the regions of interest into their multi-
attention CNN network with ResNet50 backbone. Another approach
is presented in [8]] by using a Faster RCNN model with ResNet50
backbone to count the fruit flies on these trap images. The model was
trained on images from laboratory colonies and reached precision
results of 93 % to 95 % on images in field conditions.

2.7 Edge Computing

The rise of edge computing and the integration of powerful process-
ing capabilities into modern UAV systems have led to a growing
focus on conducting object detection and analysis directly onboard
the UAVs. Edge computing offers several advantages for deep learn-
ing applications in this context. Firstly, edge computing significantly
reduces latency and response time by performing computations
directly on edge devices or embedded systems. This enables real-
time decision-making, making it particularly well-suited for time-
sensitive applications such as real-time surveillance of livestock.
Secondly, edge computing reduces dependence on cloud connectiv-
ity, ensuring that deep learning models can operate even in remote
or disconnected environments. This is particularly valuable in sce-
narios where network connectivity may be limited or unreliable.
Thirdly, edge computing minimizes bandwidth and storage require-
ments by processing data locally. Deep learning models can be
deployed directly on edge devices, eliminating the need to trans-
mit large amounts of raw data to the cloud for processing. This not
only leads to significant cost savings but also optimizes resource
utilization, as only relevant information needs to be transmitted.

In recent years, the industry has developed several edge devices
specifically tailored for deep learning applications. Notably, the
NVIDIA Jetson family, including models like Jetson Nano, Jetson
Xavier, and Jetson TX2, has gained popularity as a powerful edge

Camera Traps, Al, and Ecology
© Yet to come

computing platform designed to accelerate deep learning applica-
tions at the edge. Another notable platform is Google’s Coral, which
consists of hardware components equipped with Google’s Edge TPU
and software tools for deep learning inference on the edge.

3 Methodology and Experimental Design
3.1  Description of Dataset

Large, annotated datasets are a prerequisite to properly train and
evaluate object detectors for animal detection in UAV images.
To compare different approaches and their ability to detect sheep
in UAV images, we currently investigate a dataset called Sheep-
Counter [22], which consists of 1727 images containing nearly only
white sheep mainly on meadows. The images have a resolution of
3840 x 2160 pixel and and were all taken in bright daylight. A more
detailed summary of the dataset is presented in Table[T] The split into
train, valid and test set is 70 %, 20 % and 10 %. Further the object
sizes are categorized based on the Common Objects in Context
(COCO) metrics into small, medium and large objects. The share of
small objects is vanishingly small at 0.4 % while large objects make
up 82.38 % of the total amount. The share of large objects can be
attributed to the high image resolution.

Table 1 SheepCounter dataset

train valid test all

number of images 1203 350 174 1727
instances per image 32.0 32.39 32.2 32.1
number of instances 38495 11337 5603 55435
small 147 39 32 218
medium 6209 2359 984 9552
large 32139 8939 4587 45665

3.2 Object Detectors

In this paper we train and evaluate a number of publicly available
state-of-the-art object detectors on the SheepCounter dataset. We
started by re-training object detector from the YOLO-family, starting
from YOLOvS [16] up to the most recent implementation YOLOvS
[17]]. YOLOvS differs from older versions by using a PyTorch imple-
mentation instead of Darknet and introducing mosaic augmentation
and auto learning bounding box anchors. YOLOv6 [18 [19] builds
upon YOLOvS5 and decouples detection and classification head. Fur-
thermore the CSPNet backbone is replaced by EfficientRep and
the PANNet neck is replaced by Rep-PAN. YOLOv7 [31] applies
extended efficient layer aggregation networks and other training
tweaks to improve the training. YOLOvVS is based on YOLOvS again
and introduces more efficient convolutions and a decoupled head
and other tweaks. With the development of YOLOvS an enhanced
version of YOLOv5 called YOLOv5u is released that uses the new
anchor-free head of YOLOvS. All versions of YOLO we used in our
experiments were pre-trained on COCO [20].

On the other hand, we compare competing approaches such as
SSD (211, EfficientDet [30]], CenterNet [10]], and FasterRCNN [27]]
by exploiting the TensorFlow Object Detection API [14]]. For each
model we used the pre-trained COCO weights which are available in
the TensorFlow 2 Detection Model Zoo.

3.3 Transfer Learning

All detectors mentioned in [3.2] were transfer-learned on the train-
ing set of the SheepCounter dataset to re-train them for the task
at hand. For each detector we used the configuration file provided
by the respective official repository. We left the main parameters as
recommended in the according configuration file and trained until
convergence by monitoring the loss on the validation set during



training. Since the standard configurations of different detectors can
vary greatly, there is no common training routine. For example,
YOLOvS detectors use translation, scaling, horizontal flipping and
mosaic augmentation and also augment hue, saturation and value of
the HSV colour space, while EfficientDet only uses horizontal flip-
ping and random scaling and cropping as augmentation. Although
it can be assumed that these differences have an influence on the
results, the investigation of the augmentations on the performance of
the detectors is not the scope of this work. After training, we freezed
the model and inferred on the test set and evaluated the results by
using the metrics explained in section [3.4]

3.4  Performance Metrics

For evaluation we utilized the PyCOCOtools package [20] which is
a Python library that provides a set of utility functions and classes
for working with the COCO dataset format. The library includes
functionalities for performing evaluation of object detection and
segmentation results against ground truth annotations, using stan-
dard COCO metrics such as AP, mAP, and mAR. For all COCO
metrics at most 100 detections per image are considered and the
mean value over multiple intersection over union (IoU) thresholds
in IoU = 0.5,0.55,...,0.95 is calculated. The average precision
is calculated for JoU = 0.5. Besides the performance metrics, the
detector input size and complexity are indicated for a better catego-
rization of the results. Complexity is specified as necessary floating
point operations per second (FLOPS) for one forward pass.

4 Results

The results of all trained detectors are depicted in Table2] The detec-
tors are ordered by detector family first and then by complexity. A
first noticeable observation is that for six out of nine methods the
biggest model does not achieve the highest mAP. The main rea-
son for this is presumably the rather small size of the used dataset,
so those large models are probably suffering from underfitting. For
a more balanced comparison, a larger dataset must be taken into
account. Despite the underfitting the EfficientDet, CenterNet and
Faster RCNN models generally performed worse then the competing
methods, as their best mAP are 0.491, 0.488 and 0.505 respectively.
Leaving these three detector families, YOLOv5 and YOLOv6 out, the
mAP depending on the complexity is plotted in Figure [T} YOLOv5
and YOLOv6 were not included in the plot as they could not show
any advantage over the other detectors.

The highest mAP overall is reached by SSD ResNet50 vi FPN
with mAP = 0.606. With a complexity of 402.8 billion FLOPS,
this model is also one of more complex models tested. It is about 4
times as complex as the second best model, YOLOv7, which achieves
amAP = 0.574 at 104.7 billion FLOPS. For very small models
with complexity of 20 billion FLOPS or less, YOLOv5-nu (0.544)
and YOLOvS-n (0.546) set themselves apart with a clear lead of
about 0.04 in mAP over the next best model , SSD MobileNet v2
FPN-lite.

Looking at the average precision at [oU = 0.5, the gap between
the best and second best detectors is smaller. Just like with mAP, SSD
ResNet50 vl FPN (0.959) has the highest average precision beating
YOLOv7 (0.955) and YOLOv5-1u (0.955) by a minimal difference of
0.004. For the very small models YOLOvS5-nu (0.936) and YOLOVvS-
n (0.936) again stand out from the rest beating the next best detector
by 0.01 (SSD MN v2 FPN-lite ).

Regarding the mAR, the best detector again is SSD ResNet50 vI
FPN with a mAR = 0.676. The four SSD models with ResNet
backbone reach the highest mean average recall beating all other
detectors, followed by YOLOvS5-1u (0.639) and YOLOv7 (0.637). For
very small models with a complexity of 20 billion FLOPS or less,
YOLOv5-nu (0.61) and YOLOvS8-n (0.612) again are the top two
models. As for the mAP, the detectors based on EfficientDet, Cen-
terNet and Faster RCNN also do not reach the performance level of
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Fig. 1: Graph showing the mAP of the 4 most promising detector
families depending on their complexity. For low to middle complex-
ity YOLO detectors are better while for very high complexity SSD
is the better choice.

the remaining detectors.

Based on these metrics, the small models YOLOvS5-nu and
YOLOvS-n are on par and best suited for edge devices. The best per-
formance overall was demonstrated by SSD ResNet50 vi FPN which
is complexity wise on the other end of the spectrum. For detectors in
the middle of the complexity spectrum of this experiment, YOLOv7
reached the highest score in mAP and AP and also a high position in
the mAR ranking, making it a model for further investigation.
Comparing the mAP results with these of COCO, all models, with
exception of YOLOv7-x and EfficientDet, are exceeding the mAP
score of at least 0.02. The biggest difference can be observed for the
YOLOv5-n and YOLOvS5-nu models which exceed their COCO mAP
score by about 0.2. One reason is that the used dataset is not as divers
as COCO, making it easier to adept from train to test images. The
training and testing set are very similar in general, with same back-
grounds, recording altitude and illumination. Due to the perspective
and the mostly white colour of the sheep, they stand out against the
mostly greenish background, without visible pose and size differ-
ences, but mostly by rotation. Even though 81.9 % of the test dataset
instances are large objects based on the original images, for infer-
ence, when down scaled to a edge length of 640 pixel, 90.6 % of the
objects are categorized as small and the rest as medium sized. This
underlines that the used dataset is not very diverse regarding object
sizes. In addition to the above-mentioned problems of the dataset,
artefacts such as motion blur, overexposure or noise, which are to be
expected in real applications, are almost completely absent.

Looking at the visualized detection results in example for the
YOLOv8-1 model, some patterns can be discovered. One thing is that
the detection works quite well when the sheep are seen from above,
but gets worse when the sheep are seen more from the side, as to be
seen in Figure 2] Another observation is that there are more conspic-
uous false detections at lower altitudes, as shown in Figure 3] This
seems to be less likely in images from higher flight altitudes. For
images in which sheep form a flock and have small distances to each
other, bounding boxes sometimes include multiple sheep partially
without including one whole sheep. In these cases it also gets clear
that rotated bounding boxes should be considered over the normal
horizontal bounding boxes.

5 Conclusion and Future Work

In this paper we introduced the main ideas and objectives of the
European project SPADE in which we will create a multi-purpose
physical-cyber agri-forest drones ecosystem for governance and
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Fig. 2: Visualized results for the YOLOv8-1 model. Not-detection
of sheep when seen from side and more far away.

'y { ¢ 1
o & Lo - h

Fig. 3: Visualized results for the YOLOVS8-1 model. Miss detection
at low flight altitude. 4 false positives on 19 true positives.

environmental observation. While the project serves three main use-
cases, namely agriculture, forestry, and livestock, we focused on
the latter by training and evaluating a set of different state-of-the-
art object detectors on a publicly available image dataset of sheep
filmed from UAVs. Therefor, we were able to get a first impression
how well general object detectors perform for the task at hand and
get a better understanding of the capabilities as well as shortcomings
of each detector.

Although, in this paper the main focus was on the livestock use-
case, in the following sections we give an overview of future work
in all three use-cases.

5.1 Livestock Management

Keeping in mind that the overall objective of SPADE is that as much
as possible should be running on the drone directly, in future work
we concentrate more on lightweight object detectors which are capa-
ble of delivering real-time performance on low-power edge devices.
In order to achieve satisfying results in real-world environments, we
therefore plan to first train selected object detectors on large datasets
of drone images, such as the VisDrone dataset [38]) for instance, and
then transfer-learn the resulting models on aerial datasets of differ-
ent sheep species. Moreover, object detection from drone images
poses several challenges compared to object detection from ground-
level images. For instance, different altitudes of drones result in
large scale difference that makes it challenging to accurately detect
and localize objects. Additionally, UAVs are subject to vibrations
and movements during image capture, which can introduce blur and
motion artifacts in the images. These artifacts can degrade the qual-
ity of the images, making object detection more challenging. To
overcome these issues, we will investigate different augmentation
techniques which can be used during training to enhance the robust-
ness of object detectors. In parallel we will investigate techniques
that were especially designed for the detection of oriented objects
and object detection from aerial images, which we briefly reviewed
in Section[2l
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Furthermore, real-time object tracking is a vital component of
UAV-based applications. Therefore, we plan to apply the resulting
object detectors to video instead of still images and additionally
combine them with methods for multi-object tracking. Traditional
tracking algorithms such as Kalman Filters and Particle Filters as
well as more advanced deep learning-based trackers such as Deep-
SORT [34]], StrongSORT [9], ByteTrack [36]], and CenterTrack [37],
enable UAVs to continuously track and follow objects of interest in
real-time, even in complex and dynamic environments. Continuous
multi-object tracking and object association in consecutive frames
builds the basis for subsequent tasks such as motion analysis for
instance. By tracking objects over time, we hope to go beyond
simply counting the number of sheep that are visible, but addition-
ally analyze their motion patterns, speed, direction, and trajectories.
This information is valuable for tasks such as activity recognition,
behavior analysis, and anomaly detection.

Because of the lack of available video datasets and to be able
to benchmark different types of object detectors and tracking
paradigms, we already recorded a set of videos from drones show-
ing herds of sheep on the University Farm of Aristotle University
of Thessaloniki (A.U.Th.). The dataset currently contains 17 videos
of different lengths, ranging from 30 seconds to over 4 minutes.
We are currently in the process of annotating the dataset using the

Table 2 Detection results

Detector mAP AP mAR  Input FLOPS (B)
YOLOvV5-n 0.475 0.904 0.541 640 7.7
YOLOvV5-s 0.503 0.933 0.571 640 24.0
YOLOvV5-m 0.538 0.934 0.604 640 49.0
YOLOVS5-I 0.55 0.936 0.611 640 109.1
YOLOvV5-x 0.57 0.945 0.63 640 205.7
YOLOv5-nu 0.544 0.936 0.61 640 7.7
YOLOV5-su 0.547 0.945 0.616 640 24.0
YOLOvV5-mu 0.559 0.945 0.629 640 64.2
YOLOV5-lu 0.567 0.955 0.639 640 135.0
YOLOV5-xu 0.56 0.946 0.632 640 246.4
YOLOV6-n 0.446 0.889 0.51 640 11.4
YOLOv6-s 0.516 0.933 0.582 640 45.3
YOLOv6-m 0.534 0.944 0.607 640 85.8
YOLOv6-I 0.548 0.946 0.615 640 150.7
YOLOv7-tiny 0.481 0.921 0.547 640 13.8
YOLOv7 0.574 0.955 0.637 640 104.7
YOLOV7-x 0.488 0.919 0.561 640 189.9
YOLOv8-n 0.546 0.936 0.612 640 8.7
YOLOvV8-s 0.554 0.945 0.625 640 28.6
YOLOv8-m 0.552 0.943 0.623 640 78.9
YOLOVS8-I 0.553 0.944 0.627 640 165.2
YOLOv8-x 0.562 0.944 0.634 640 257.8
SSD MN v2 FPN-lite 0.5 0.926 0.589 640 6.7
SSD MN v1 FPN 0.531 0.939 0.616 640 102.2
SSD RN50 vi FPN 0.567 0.947 0.645 640 157.4
SSD RN101 v1 FPN 0.567 0.946 0.642 640 218.0
SSD RN50 vi1 FPN 0.606 0.959 0.676 1024 402.8
SSD RN101 v1 FPN 0.58 0.934 0.652 1024 558.0
EfficientDet-DO 0.224 0616 0.317 512 4.5
EfficientDet-D1 0.286 0.701 0.383 640 9.97
EfficientDet-D2 0.387 0.832 0.47 768 18.0
EfficientDet-D3 0.463 0.883 0.534 896 42.6
EfficientDet-D4 0.491 0.92 0556 1024 97.4
EfficientDet-D5 0.315 0.754 0.394 1280 234.4
EfficientDet-D6 0.0 0.0 0.001 1280 488.8
CenterNet MN V2 FPNOD FT  0.249 0.45 0.285 512 3.9
CenterNet MN v2 FPN OD 0.259 0461 0.294 512 41
CenterNet RN50 v1 FPN 0.488 0.854 0.56 512 59.2
CenterNet RN101 vi FPN 0.481 0.854 0.554 512 98.0
Faster RCNN RN50 v1 0.383 0.808 0.467 640 210.2
Faster RCNN RN101 v1 0.465 0.847 0.529 640 270.9
Faster RCNN RN50 v1 049 0932 0.58 1024 313.6
Faster RCNN RN101 v1 0.505 0.946 0.592 1024 468.7
Faster RCNN Inception RNv2 0.402 0.843 0.469 640 1655.8

Table 3 Detection results for the test set ordered by detector family and
FLOPS. The abbreviations RN and MN stand for ResNet and MobileNet
respectively. The input value indicates the edge length of the input image size.



open-source Computer Vision Annotation Tool (CVAT) S]], an open-
source web-based tool specifically designed for annotating images
and videos to create training datasets for computer vision algorithms.
This dataset will serve as the basis for further investigation of sheep
detection and tracking in videos. We plan to publicly release the
dataset once it is fully annotated and hope it will spark interest to
develop novel approaches for detection, classification, tracking, and
even identification of animal species in UAV footage.

Besides the detection and tracking of animals we plan to also
investigate methods for landscape classification and grassing region
detection, since with such an technology farmers can leverage the
analysis of vegetation and land characteristics to optimize their
grazing management practices. This includes strategically allocating
grazing areas and maximizing the availability of high-quality for-
age for livestock. Thus, by utilizing this technology, farmers gain
the ability to make informed decisions that improve productivity,
enhance animal welfare, and promote environmental sustainability
on their farms. We outlined first attempts for that task in Section[2:4]
but have the opinion that this needs further research, since most pub-
lications in landscape classification focus on multi-spectral HRSI
instead of using plain RGB images and such expensive cameras
might not be available in every situation.

5.2 Forestry

UAVs in combination with state-of-the-art computer vision algo-
rithms implemented on edge devices can enable real-time monitor-
ing of forest ecosystems, including tree health, growth patterns, and
environmental conditions. This information can help forest man-
agers to make informed decisions regarding forest management
practices, such as identifying areas prone to disease or pests, opti-
mizing harvesting strategies, and assessing the impact of climate
change.

In order to achieve these goals, we aim to combine the most
effective and efficient object detectors, introduced above with algo-
rithms for object instance segmentation to analyse trees. In contrast
to object detection, which draws rough bounding boxes around
each located object and classifies to which class the object belongs
to, instance segmentation goes beyond that by accurately outlin-
ing the boundaries of each individual object, obtaining a pixel-wise
prediction of the object’s boundaries.

5.3 Agriculture

Besides livestock management and forestry, precision agriculture
can greatly benefit from modern computer vision algorithms imple-
mented on UAVs. This enables farmers to monitor and manage
crops more effectively, optimizing resource usage, such as water
and fertilizers, and identifying areas requiring attention, such as pest
infestations or nutrient deficiencies.

Also, the agriculture use-case would greatly benefit from algo-
rithms for tree detection and segmentation on edge devices. How-
ever, additional to that the automatic detection and classification of
pests and diseases of trees and plants would be of high interest.
Several researchers have already worked on the automatic detection
of fruit flies [8, [15]. However, transferring such algorithms to edge
devices is not a trivial task and needs further research.
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